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Technical Abstract 
 

The traction free boundary condition across the Earth's surface provides an opportunity 
for studying the relationship between stress orientation and earthquake focal mechanisms 
because it requires alignment of principal stress axes with vertical and horizontal 
orientations. Our survey of earthquake focal mechanisms in Northern California found that 
their principal axes are also closely aligned with the vertical and the horizontal in the upper 
few km of the Earth's crust. Thus, the signature of the free surface boundary condition on 
stress also appears in focal mechanism orientations. We characterize the focal mechanism 
alignment by the relative magnitude of the off-diagonal elements of the seismic moment 
tensor. Values near the Earth's surface are small, but increase with depth to a maximum 
between 5 and 8 km. At greater depths there is a gradual decrease, which suggests decreasing 
horizontal shear traction towards the base of the seismogenic zone. We interpret this 
tendency of axes to become oriented near the base of the seismogenic zone as the signature 
of a weak zone in the lower crust. In the research sponsored under this grant, we have used 
this information to try to constrain the strength of the San Andreas Fault as a function of 
depth in the Earth’s crust. 

We attempt to constrain the strength of major earthquake faults in Northern California 
through studying the orientation at which failure occurs in microearthquakes as determined 
by earthquake focal mechanisms. That angle relative to the stress field can in principle 
constrain the coefficient of friction. We study dip angles of the rupturing fault patches and 
assume that those dip angles are optimally oriented with respect to the stress field. Under that 
assumption we obtain small values of friction at essentially all depths in the upper crust 
where seismicity occurs. This suggests that the major faults are weak, as has been suggested 
previously based on the lack of a heat-flow anomaly and nearly-perpendicular direction of 
the maximum principal stress.The upper bound of friction coefficient that we obtain is quite 
similar to the upper bound of Lachenbruch and Sass [1992] within which both heat-flow data 
and stress constraints can be reconciled. 
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Non-Technical Abstract 
 

Laboratory measurements of rock friction suggest that earthquake faulting should 
generate a great deal of heat and that this ought to lead to a temperature anomaly near major 
faults; however, no such anomaly has been observed. We have shown that the sense of slip in 
small earthquakes reflects the stress field for shallow earthquakes that occur near the Earth’s 
surface. We have used this information to try to constrain the strength of the San Andreas 
Fault as a function of depth in the Earth’s crust.  By measuring the slip angle relative to the 
stress field we can, in principle, constrain the coefficient of friction. We find small values of 
friction at essentially all depths in the upper crust where seismicity occurs, which confirms 
that the major faults are weak.  The values we obtain are consistent with results from a 
previous study that were based primarily on theoretical considerations. 

 

mailto:beroza@geo.stanford.edu


Introduction 
 
A central goal of seismology is to understand the nature of faulting. One key question in this 

context is how strong faults are, that is, how much they resist the motion of the plates. There 
have been suggestions that some plate boundaries may bemechanically weak, especially the San 
Andreas fault zone, but there is no general consensus on that question yet. A fault is considered 
to be "weak" if its strength is smaller than about 20 MPa while a "strong" fault would have a 
strength in the range 50-150 MPa [Lachenbruch and McGarr, 1990]. 

The original suggestions that the San Andreas fault are probably not strong were made based 
on observations of heat flow and the orientation of the stress field, especially in Central 
California. A strong fault should give rise to a measurable heat flow anomaly over the fault zone 
but such a localized anomaly could not be found in heat flow measurements along the San 
Andreas fault [e.g., Brune et al., 1969; Lachenbruch and Sass, 1973, 1980]. In addition, it was 
shown more recently that the compressive stress direction lies at a high angle to the fault (65-
85º) in many regions along the San Andreas fault which is inconsistent with a high-strength fault 
[e.g., Mount and Suppe, 1987; Zoback et al., 1987; Lachenbruch and McGarr, 1990].  

On the other hand, there are arguments for high shear-strength of crustal materials based 
primarily on theoretical models for the frictional strength of fractured rock, which find 
laboratory-determined coefficients of friction in the range of 0.6 and 0.9 [Byerlee, 1978], and 
assume hydrostatic pore pressure. That "Byerlee's law" has been confirmed by numerous in-situ 
stress measurements in boreholes around the world. Also studies of lithospheric flexure in 
response to sediment, volcanic and internal loads indicate that differential stresses in much of the 
Earth's crust are relatively high [e.g., McNutt, 1980]. And finally, it has been argued that the 
stress indicators in Central California may not faithfully represent the direction of maximum 
compressive stress [Scholz, 2000]. He claims that the stress directions in Southern California are 
at a much smaller angle to the San Andreas fault (30-60º). Stress field directions in Southern 
California are controversial however. While Hardebeck and Hauksson [1999] suggested that the 
maximum compressive stress is about 45º in a wide zone around the fault zones, Townend and 
Zoback [2001] suggested that instead the angles cluster around 60º from the faults. The 
difference is apparently due to different techniques used to sample the regional seismicity 
[Townend and Zoback, 2001] when estimating the stress directions. More generally there is some 
concern about validity of the assumptions inherent in stress-inversion techniques such as those 
by Gephardt and Forsyth [1984] and Michael [1987], viz. the assumptions of a homogeneous 
stress field and of a sufficient diversity of the fault planes. 

A natural way of addressing fault zone properties is to study the orientation of fault planes 
relative to the direction of maximum compressive stress, σ1, since the angle between them relates 
to the level of shear traction acting on the fault during failure. Doing this for strike-slip events is 
problematic however, since the direction of σ1 has to be estimated in the first place, and probably 
from the same data. On the other hand, if one of the principal stress axes is known to be vertical, 
the dip angle of dip-slip faults gives us that same information. 

Near the surface one principal stress must indeed be vertical due to the shear-stress boundary 
condition at the surface [Anderson, 1951]. In a previous paper [Bokelmann and Beroza, 2000] we 
found that the principal strain axes as determined from focal mechanisms in Northern California 
are closely aligned with the vertical and the horizontal near the surface. This alignment should 
occur only if four conditions are met: First, the focal mechanism data set must have rather good 
quality, at least as good as formal errors suggest or better. Second, the stress field boundary 
condition must hold, making one of the three principal stress axes vertical near the surface 
[Bokelmann and Beroza, 2000]. The third condition is that failure must occur at angles of nearly 
45º, and the fourth, that the faults on which failure occurs must be nearly optimally oriented with 
respect to the fault plane. 



 

 

w
p
i
p
f

F

T

 
 
 
 
 
 
 

Figure 1.  (a) Illustration of fracture geometry using the example of a normal fault in an
Andersonian stress field σ1 is vertical.  α is the angle between the fracture and the direction
of maximum compressive stress σ1. NP and NT are the directions of maximum compression
and maximum tension for this normal-faulting event.  Both are 45º from the fracture. We
analyzed measurements of φ = 45º - α  in this study.  b) Mohr-circle for a stress state
corresponding to failure on an optimally oriented set of planes. The coefficient of friction is
µ = 0.6 in this example. c) Dependence of the angles α and φ on µ. Note that α is at most
45º, which it reaches for vanishing µ. Also shown is the range of values of µ  predicted
from Byerlee's law (0.6-0.9). 
 
The last two conditions are rather strong constraints on the properties of the fault zone, and 

e will discuss them for the near-surface region, and also what we can say about the fault 
roperties at larger depths. We suggest that this approach gives us direct observational insight 
nto the character of the San Andreas fault, and especially into its frictional strength. Namely, 
atches in the fault zone appear to be quite weak during failure, if interpreted in the context of 
rictional sliding.  

 
racture and Friction on Faults 

The general view of earthquake failure is that it is governed by friction on the fault plane. 
he coefficient of friction µ  relates the frictional strength τs of the fault, 

 
τs    =     τo    +    µ σ, 



 
to the (effective) normal stress σ. The angle α between σ1 and the fault plane can take a range of 
values given by the part of the Mohr-circle that lies above the failure criterion. Among those 
angles α, αopt denotes the angle of optimally oriented faults that require minimum stress 
difference σ1 - σ3 (diameter of circle). From the Mohr-circle in figure 1b we can infer graphically 
that αopt is: 

 
αopt   =   π/4   -  ½ tan-1µ 

 
It is a monotonically decreasing function of µ, and is at most 45º (figure 1c). It attains that 

value as µ  →   0. 
45º is also the angle at which the P-axis is oriented away from the fault plane. Figure 1 shows 

the geometrical relationship between the fault plane, σ1, and the P-axis for the example of a 
normal fault with σ1 oriented vertically. Thus, for a normal faulting event the angle φ = 45º - α = 
½ tan-1µ describes the deviation between the (vertical) σ1 orientation and the P-axis, and we can 
directly infer the friction coefficient from φ if the faults are optimally oriented and if the 
principal stress axes are oriented vertically/horizontally. We will analyze measurements of φ 
below, for P-axes from normal faulting events, and more generally for all P- and T-axes. φ then 
takes the meaning of the angle between those axes and the vertical or horizontal orientation it 
would have for µ  = 0 (figure 2). 

 

 
 
 
 
 
 
 

Figure 2.  Optimal orientation of strong faults (µ ~ 0.6) and weak faults (µ ~ 0), shown
separately for thrust, strike-slip, and normal faulting. Also shown are the orientations of P
and T axes for the different event types. Note that these are aligned with the vertical and
the horizontal in the limit of weak faults, but not for stronger faults (in the case of thrust
and normal faulting). 



Focal Mechanism Data 
We consider seismic events between 1968 and May 1999 in northern California recorded by 

the Northern California Seismic Network.  Out of a total of 58,884 events, we use 32,426 that are 
in the greater San Andreas Fault system.  Within the box in Figure 3b the data sample different 
structural regions and several major fault zones.  In this study we focus on general properties of 
the area within that box.  
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Figure 3.  (a) Earthquakes and fault traces in northern California.  (b) Seismic stations and
fault traces. Events in this study are from the large box, which was selected based on seismic
station density. SAFOD denotes the location of the proposed drilling hole into the San
Andreas Fault 
 
Focal mechanisms as well as earthquake locations were determined using a set of local 

elocity models to accommodate laterally varying structure [Oppenheimer et al, 1993]. From the 
ubset of 32,426 events we select focal mechanisms if they satisfy a set of quality criteria that 
ertain primarily to formal errors of fault-plane orientation and event location,but also to the data 
et of first-motion observations and to parameters arising during focal mechanism inversion. 
hese are given in Bokelmann and Beroza [2000], and they reduce the number of events from 
2,426 to 11,326. The resulting data set is quite similar to one obtained from criteria of previous 
tudies [Reasenberg and Oppenheimer, 1985; Amelung and King, 1997]. In the following we 
ill consider both strike-slip and dip-slip events on or in the vicinity of the major faults, at a 
istance of up to 3 km from the nearest major fault. This threshold should capture most of those 
vents, taking into account both the location uncertainty and possible dip of the fault planes. 



Free Surface and the Orientation of Principal Strain Axes 
We first study the orientation of the strain axes associated with the thrust faults (symbol T) 

and normal faults (symbol N), especially the axes of maximum shortening (subscript P) and 
maximum-elongation (subscript T). Figure 4 shows the inclinations of these axes. Note that for 
both the thrust and the normal faulting events the axes align near Earth's surface (say, the 
topmost two rows of panels), wherever there are data. This alignment is also very clear in the full 
data set [Bokelmann and Beroza, 2000]. Note that this alignment is not due merely to the 
separation in event types as thrust and normal faults, which constrain the P and T axes only 
weakly (to within a quadrant). At larger depth the peaks broaden substantially and the maximum 
of the distribution deviates from a nearly horizontal or vertical orientation in most of the panels. 

 
 
 
 

Figure 4.  Orientation of principal strain axes P and T as a function of depth, for thrust-
fault and normal fault quakes. For a set of depth intervals, distributions of axis inclinations
f(φ) of  P and T  axes are shown (see text). The histograms are normalized by cosφ  to show
the correct surface density on the focal sphere. Note the strong alignment near the surface
with the vertical (90º) or the horizontal direction (0º). Bold numbers indicate the number of
events in each depth window. Bars in each panel show the median inclination error
[Bokelmann and Beroza, 2000]. Panels are shown only if they have at least 4 events.  



The alignment near the surface can occur for a larger number of quakes only if many 
conditions are met, as stated in the introduction. First, the data must have rather high quality, as 
good as the formal errors suggest or better. Figure 4 gives the median inclination error for the 
respective depth interval. This error is smaller than 25º in all depth intervals, and is smallest for 
the panel at shallowest depth. Note that near the surface the maxima of the distributions are 
within that range and that the distribution width is comparable to this error, indicating that the 
deviation between the focal mechanisms and stress field orientation could be explained by 
attributing them to the measurement errors in the focal mechanisms alone. 

The second condition is that one of the three principal axes must indeed be vertical. We 
know that this must be the case at the surface but it is unclear to what depth the free surface 
constrains the stress field. 

The third condition is that failure in dip-slip events occurs at angles α ~ 45º. Thus φ seem to 
be quite small.This corresponds to the case of very weak fault patches, that is, very small values 
of µ (figure 1c). The fourth condition is that the dip-slip patches are nearly optimally oriented. If 
that were not so, the α values would scatter around 45º (figure 1b). 

In the following we introduce a more quantitative technique. Visual inspection of the 
distribution of axes orientations on the lower hemisphere, separately for each of the three event 
types (strike-slip, normal faulting, and thrust faulting), indicates that each is unimodal and the 
variation away from the maximum was about the same in every direction. This suggests an 
assumption that they are Fisher-distributed and that we can represent the empirical distributions 
in figure 4 as a marginal Fisher-distribution folded into a single quadrant (appendix A). Example 
distributions are shown figure 5 for a for a set of friction coefficients µ =0, µ =0.35, and µ=0.7, 
and a "precision parameter" κ = 100 (reciprocal variance). With increasing µ the distribution 
deviates more from the horizontal and vertical suggesting that we may be in principle able to 
determine the friction coefficient µ from the distributions of inclinations if principal stresses are 
vertical and horizontal for all depths. However, since the maxima of these distributions do not 
generally occur at 45º-½ tan-1µ, we must obtain the angle φ that is related to the friction 
coefficient µ (appendix) from fitting the distributions, as well as the precision parameter κ. 

 
 

 
Figure 5.  (a) Expected distributions of strain axes orientations shown for frictional
coefficients 0, 0.35 and 0.7 and precision parameter κ  = 100 (Appendix A).  Each
distribution is normalized by its maximum value.  (b) Associated probabilities of random
values to be less than θ. 



Figure 5b shows cumulative probabilities associated with the distributions in figure 5a. We 
use these to match cumulative empirical distributions, the integrals of the histograms in figure 4. 
The resulting fits are shown in (figure 6). 

 
 
 
 

Figure 6.  Fits (black) to the empirical data distributions (dotted gray) in figure 4 shown
as probabilities F(θ).  Numbers in the panels on the left give the resulting mode angle
φ (and its confidence range φmin and φmax) as well as the Fisher precision parameter κ  (see
Appendix A). N is the number of events. 

 
The fits are generally very good except for the panels at largest depth. For each panel the 

resulting precision parameter κ and the optimum angle φ are given, the latter also with the 
confidence range (φmin, φmax). Bootstrap analysis showed that this confidence range should 



correspond approximately to 1σ (Appendix A). The optimum angles φ are generally much better 
determined than the κ (figure A1), and they are shown in figure 7 as a function of depth. 

 
 

Figure 7.  Range of angles φ consistent with the observations. 

Optimum angles near the surface are in the range of 0º to 15º, and their confidence intervals 
range from 0º to 17º. These φ might be directly translated into friction coefficients, µ =1/tan(90º-
2φ), if the vertical were a principal stress axis at all depths, but that only needs to hold true at the 
surface, while at larger depths the orientation of the nearest-vertical stress axis may differ from 
place to place. It is unknown to what depth the influence of the free-surface boundary condition 
holds, but we have constraints on the stress-field heterogeneity from the strike-slip events since 
their P and T axes should be nearly horizontal and unaffected by the friction coefficient (figure 
2). Thus, we use the orientation of strain axes of strike-slip events to estimate to what depth the 
boundary condition acts, and to correct the apparent φ values from dip-slip events for the effect 
of a "non-vertical stress field". We will discuss other factors that may potentially influence the 
variation of φ later. 

The P, B, and T-axes of the strike-slip events (SP, SB and ST) were also analyzed. Their 
distributions show a similar behavior to the dip-slip events, with values clustering near 0º and 
90º near the surface, and larger deviation at larger depths. The spread is somewhat wider than for 
the dip-slip events. This may be due to the uncertainties of inclinations that are larger than for the 
dip-slip events, which could be due to a station distribution with few or no stations above the 
earthquake. In such a geometry it is easier to constrain the orientation of dip-slip events than 
strike-slip events. The fits for the strike-slip events are at least as good as for the dip-slip events. 
The κ are generally smaller indicating a wider distribution of the data than for the dip-slip 
events. The depth distribution of angles φ is shown in figure 8, and is generally similar to that of 



the dip-slip events with small values near the surface and largest values between 4 and 10 km. In 
addition, there is a decrease at the largest depth that is less apparent in the dip-slip data. 

 
 
Figure 8.  Ranges of angles φ, consistent with observations for strike-slip events. 

 
Friction Coefficients on the San Andreas Fault 

The depth-variation of φstrike-slip indicates that we cannot directly interpret the corresponding 
φdip-slip in terms of a friction coefficient. Instead, it indicates that the vertical corresponds to a 
principal stress axis only down to about 3 km (and near the base of the seismogenic crust). Thus 
we assume that the variation of angle φ is due to a combination of the effects from measurement 
error, deviations of the stress-field from a vertical/horizontal orientation, and the friction effect 
that we are trying to separate. It affects only the dip-slip events strongly. 

We assume that the spatial variability of the stress field with respect to the vertical 
orientation behaves similarly for strike-slip and dip-slip events. Figure 9 shows the allowed 
range of angles φ and associated friction coefficients that we obtain after removing the effect of 
"stress-field heterogeneity" from the dip-slip data (Appendix A). At depths shallower than 12 km 
where most of the seismicity occurs, the resulting friction coefficients are indistinguishable from 
zero at the 95-percent confidence level shown here. The upper bound values are near 0.3. 

We can derive an upper bound for shear strength (and thus shear stress) from those values if 
failure is consistent with the Coulomb criterion: 

 
τs   =   τo + µ (σ) 



 
with the measured values µ (σ) from figure 9. Figure 10 shows an upper bound of shear strength 
of strike-slip faults assuming that τo = 0. 

 

 
 
 
 
 
 

Figure 9.  Allowed range of friction coefficients µ (shaded region) on the major strike-slip
faults determined by correcting the axis inclinations from dip-slip events (figure 4) for the
effect of "non-vertical stress-field orientation". Note the friction coefficients are probably
smaller than 0.3 at depths shallower than 12 km (95 percent confidence region). This agrees
roughly with the constraint of µ  < 0.2 (thick broken line) from Lachenbruch and Sass [1992]. 

 
For comparison the range of strong faults (50-150 MPa) is shown, as is the range for weak 

faults for µ < 0.2 [Lachenbruch and Sass, 1992]. Note that in the depth range where most 
earthquakes occur (down to 12 km) the allowed range of values is nearly the same as the range 
for weak faults. That range was suggested by Lachenbruch and Sass [1992] to reconcile both the 
heat-flow constraint and the stress-field constraints on fault weakness. Our observation confirms 
that suggestion. 

 
Discussion of Assumptions 

In the above analysis we assumed that the axis inclinations are only affected by three factors, 
namely random errors, stress-field heterogeneity, and the friction effect. Other factors that may 
in principle also play a role are slip oblique to the direction of maximum resolved shear traction 
and non-optimally oriented fault planes. 

It is generally assumed that slip is parallel to the direction of maximum resolved shear 
traction on the fault plane (Bott's hypothesis). This is reasonable unless there is significant 
mechanical anisotropy on the fault plane. Even if there were such a mechanical anisotropy this 
factor would be important for our study only if there were strong differences between the dip-slip 
and the strike-slip patches in their mechanical anisotropy, and if anything, we would expect the 



perhaps better developed strike-slip patches on large-offset strike-slip faults to have less 
mechanical anisotropy, and consequently smaller deviations. Thus this factor does not provide a 
natural explanation of our observations.  

We have inferred that dip-slip failure occurs on nearly optimally oriented patches near the 
surface. This is perhaps surprising, but if that were not the case, then we would not find such a 
small scatter of the principal strain axes around the vertical. This near-optimality may be 
explained if the material within the fault zone layer is mechanically isotropic. This is the case 
either if the material is intact or, more realistically, if it is pervasively fractured. We may expect 
faulting to occur not on a single strand but to form a complicated pattern, as has been observed 
for normal faulting [Reches, personal communication]. It is conceivable that such a developing 
complex fault system may be oriented optimally since there are a multitude of potential planes 
that the fracture may choose and it will probably choose ones that are nearly optimally oriented. 
We assume that the dip-slip patches are optimally oriented also at larger depth within the upper 
crust, or at least, that on average the dip-slip and strike-slip events show similar deviations from 
such an optimality, as seen in the dip angles.  

 
 
 
 

Figure 10.  Range of shear stress computed from figure 9. For comparison the ranges of
strong and weak faults are shown. 

 
This seems to be in contrast with the azimuths that large faults take with respect to the stress 

field in the area. A number of large faults, and most prominently the San Andreas Fault, are 
clearly mislocated in their strike angle with respect to the stress field, which actually constitutes 
another argument for weakness of the fault (slip on such a misoriented fault is possible only if 
the fault is weak; however, we are dealing with dip angles only, and if those major strike-slip 
faults are vertical their dip angles are nevertheless optimally oriented. The assumption enters into 
our study in a weaker form, namely that strike-slip and dip-slip events may be misoriented in dip 
angle, but by a similar amount. If this assumption did not hold, and dip-slip events showed a 
misorientation in dip analogous to the misorientation in azimuth of the large strike-slip 



earthquakes, then this would lead to larger apparent φ values for dip-slip than for strike-slip 
events, which we do not observe.  

 We also assumed that one particular property of the stress field is the same on the fault and 
in its vicinity where most of the dip-slip events seem to occur, that is, the mean stress field 
misorientation. We assumed that the effect of the free-surface boundary condition on the stress-
field within the crust is expressed similarly in strike-slip and dip-slip events.  

 
Discussion of Results 

Arguments for the weakness of the major faults have been based on near-perpendicular 
maximum stress directions and the lack of a heat-flow anomaly. If the maximum compressive 
stress is nearly perpendicular to a fault that is slipping, this indicates that the faults must be 
weak, since the shear-stress acting on the fault must be small. This argument applies to the 
creeping section and to other faults that are slipping. The missing heat-flow anomaly 
[Lachenbruch and Sass, 1992] also indicated that the fault must be weak during slip, and 
especially for large earthquakes, because most of the dissipative heat would be generated during 
large events.  

A few materials produce such low values of the coefficient of internal friction [Saffer et al., 
2001] but they are thought to be unstable at higher temperature, and there are no known geologic 
materials that produce such low values for pressure and temperature conditions corresponding to 
depths of up to 12 km.  Clearly, direct inspection with the San Andreas drilling at Parkfield 
(figure 3), and preferably deeper still, will be rather important in this context. Figure 9 predicts 
that the coefficient of friction on the fault (in the depth range of the borehole, down to 4 km) will 
be below 0.2, and the shear strength will be below 15 MPa. That coefficient of friction pertains 
to the scale of the seismic fracture, and it will have to be seen whether this is an intrinsic 
property of the material or whether perhaps scale effects [Hoek and Brown, 1980; Pinto da 
Cunha, 1990] are important to explain the weakness.  

Small values of µ have also been found by Iio [1997] by studying focal mechanisms in Japan, 
and normal faulting events also seems to often have angles of about 45º with the vertical 
[Colletini and Sibson, 2001], which may also suggest low coefficients of friction. This is 
consistent with laboratory data for higher confining pressures where the ductile deformation 
becomes independent of normal stres. For typical lab materials such small values of µ are found, 
although at somewhat larger confining pressures [e.g., Shimamoto, 1986]. Our data suggest that 
such low values can occur at lower stress within fault zones.  

Another way of explaining the main observation of this paper, that faulting seems to occur 
mostly in the direction of τmax is by invoking plastic flow. Following Saint-Venant [1870] one 
can show that deformation associated with plastic flow is parallel to τmax. This raises the question 
of whether plastic flow could play an important role in faulting in upper-crustal fault zones. A 
number of authors have argued that this is the case [e.g., Byerlee and Savage, 1992; Roberts and 
Turcotte, 2000]. In fact, we observe plastic deformation directly as fault creep, e.g., in the 
Creeping Section. It has also been shown that plastic instability can lead to earthquakes [Hobbs 
et al., 1986], and this is may help to explain the occurrence of earthquakes in the lower crust.  

 
Conclusions 

This study attempts to shed some light on the strength or weakness of the San Andreas fault 
and its possible cause. Our approach is to study the depth-dependent orientation of fault planes as 
determined by seismological data, and to infer the coefficient of friction.  

We find small values of the friction coefficient at essentially all depths in the upper crust 
where seismicity occurs. The data suggest that the major faults in Northern California are weak, 



as was suggested previously based on the missing heat-flow anomaly and nearly fault-normal 
direction of the maximum compressive stress. 

In fact, the range of friction coefficients we obtain in this study is quite similar to the range 
of values that was claimed by Lachenbruch and Sass [1992] in order to reconcile both heat-flow 
data and stress constraints µ < 0.2. Such values are obtained for fault zone materials in laboratory 
experiment at low pressure and temperature, but it is less clear how to explain these values for 
higher temperatures, since most intrinsically weak materials are unstable at the temperatures 
acting at depths larger than a few km. The San Andreas Fault Observatory at Depth experiment 
may help to resolve these issues.  Our prediction is that intrinsic friction in the depth range of the 
borehole (up to 4 km depth) will be smaller than 0.2. 

 
Appendix: Marginal Fisher Distribution 

The basic model for a unimodal distribution of directional data in 3D is the Fisher density 
distribution in the general form  

 
h(θ,φ)dS   =   κ eκ (sinθsin φ cos(η−β)+cosθcos φ) / (4πsinhκ)  dS 

 
[Fisher, 1953; Fisher et al., 1987] for azimuth η and inclination θ (0 < θ  ≤ π;  0 ≤ η <  2π).  The 
Fisher-distribution has 3 parameters (φ,β,κ).  θ = φ and η = β give the location of the mode 
(maximum) and κ  is the "precision parameter" that describes the degree of concentration around 
the mode.  A uniform distribution on the sphere corresponds to a value of κ  = 0.   

Since we are studying distributions of inclinations only (not azimuths) we are interested in 
the marginal distribution 

 

g(θ)  =  ∫ h(θ,η)dη 

 
Where the limits of integration run from 0 to 2π.  We can give this for the standardized form, 
that is for φ = 0: 

 
g(θ)  = κ eκ cosθ / 2sinhκ 

 
In our case φ will not usually be zero, and we need to solve the integral.  The equation 
immediately above gives the surface density on the sphere, taking into account the inclination-
dependent size of the surface-element: dS = dθ dφ sinθ. 

Based on the marginal Fisher distribution g(θ) figure 6 shows a set of functions: 
 

f(θ)  =  g(θ)  + g(π-θ),  0< θ < π /2, 
 

that simulate the deviation of stress-axes from a normal and vertical orientation for a set of 
Fisher-distributed stress axes. The parameters in this example are κ = 100 and with φ = 0º (µ = 
0), φ = 9.65º (µ = 0.35), φ = 17.45º (µ = 0.7).  If φ  = 0º (90º), then the maximum is at φ.  For 



other φ  the maximum deviates slightly from φ but the deviation is small unless κ is very small.  
Figure 6 also shows the associated probability distribution for a random value x < θ to occur. 

For a given data distribution we obtain the two parameters φ, and κ by fitting predicted 
cumulative probability distributions F(θ) to the empirical ones, and by minimizing the quadratic 
misfit. The uncertainty of the mode may be obtained by projecting the confidence region at the 
chosen significance level (figure A1), here 4σ, and by scaling the confidence level using a 
bootstrap technique. 

Another property of the distribution f(θ) that we will make use of is that the sum c=a+b of 
two f-distributed random variables which have parameters (φa, κa) and (φb, κb) has parameters 
(φc, κc) and φc ≈ φa + φb.  We confirmed numerically that this holds to within a few degrees in the 
parameter ranges of interest for this study. 

 
 
 
 

Figure A1. Parameter space of mode angle φ and precision parameter κ, for TP (7-10 km).
Contours are shown for Scrit corresponding to 4σ (unscaled, see Appendix), and 2, 3, 4, 5, and
6 times Scrit. The best-fitting model is shown by an “x”. 
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